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Voluntary Foundations 

• AI Ethics Principles (2019): Eight voluntary principles aligned with OECD 
standards covering fairness, transparency, accountability, privacy, and human 
oversight. 

• Voluntary AI Safety Standard (2024): Ten practical guardrails (e.g. bias 
mitigation, transparency, risk management, record-keeping, human oversight) 
applicable to all organisations. 

High-Risk Regulation in Progress 

• Proposals Paper (Sept 2024): Suggests mandatory guardrails in high-risk AI 
settings (e.g. biometric systems, employment screening, law enforcement) that 
largely mirror the voluntary standard but with added conformity assessment 
requirements. 

• Risk-Based Legislative Options: Could involve amendments to existing laws, a 
new framework act, or an AI-specific law; decisions still pending as of mid-2025. 

Regulatory Authorities & Sector Foci 

• OAIC oversees privacy and data protection under existing law 

• ACCC, AHRC, and ASD’s ACSC play roles in consumer protection, anti-
discrimination, and cybersecurity respectively. 

• APRA (financial services regulator) advises controlled adoption of AI/ML with 
emphasis on governance, board oversight, data quality, human accountability, 
and risk culture. 

MLSecOps Framework & Australian Guidance 

Australia’s national cybersecurity guidance for AI/ML systems emphasizes secure by 
design, focusing on: 

• Supply Chain Security: Vetting models, managing data provenance 

• Data Security: Encryption, signatures, provenance tracking, integrity checks 

• Adversarial ML Awareness: Mitigating threats like data poisoning, drift, prompt 
injection, and extraction. 

This aligns directly with MLSecOps pillars—ensuring model integrity, robust data 
hygiene, monitoring, and adversarial defense. 



Mapping MLSecOps Pillars to Australian Rules 

MLSecOps Component Australia Alignment 

Governance & GRC 
Mirror ethics principles and safety guardrails (e.g. 
transparency, oversight, record-keeping. 

Supply Chain & 
Provenance Security 

Supported by national data security guidelines requiring 
proven data lineage and integrity checks 

Adversarial ML Defense 
Cyber guidance covers threats like poisoning and drift, core 
MLSecOps concerns 

Human Oversight & 
Transparency 

Mandatory in proposed guardrails; APRA emphasizes 
accountability and board oversight 

Testing, Monitoring, Drift 
Detection 

Guardrails and APRA stress ongoing automated testing, 
continuous monitoring, and conformity audits 

 

Implementation Guidance for MLSecOps in Australia 

1. Framework Adoption 
Adopt voluntary AI Safety Standards now to align with emerging mandatory 
expectations and build robust MLSecOps practices in secure design, human 
oversight, transparency, record-keeping, and bias management. 

2. Governance Structure 
Establish or expand governance roles (e.g. AI Risk or Security Committee) with 
clear accountability and audit trails, matching what is envisaged in future 
mandatory frameworks. 

3. Secure Data & Supply Chain 
Implement data encryption, digital signatures, provenance tracking, and 
automated drift detection as per Australian AI security guidelines. 

4. Adversarial Testing & Red-Teaming 
Incorporate adversarial robustness testing, red-teaming, and simulated misuse 
scenarios to validate ML resilience. 

5. Third-Party Models & Licensing 
Ensure any third-party or pre-trained models comply with transparency 
obligations in training data use, especially personal or copyrighted materials, 
reflecting recent national scrutiny of data provenance. 



6. Regulatory Readiness 
Stay tuned to evolving guardrail legislation and prepare for formal conformity 
assessments in high-risk AI deployments. If you're in finance, health, or legal 
sectors, review relevant regulator guidance (APRA, OAIC, TGA, state court 
practice notes). 

 

Conclusion 

By aligning an MLSecOps program with Australia’s AI Ethics Principles, Voluntary Safety 
Standards, and upcoming mandatory guardrails, organisations can proactively secure 
AI/ML throughout its lifecycle, ensuring data integrity, adversarial resilience, 
transparency, and human oversight. This approach not only supports compliance 
readiness but also future-proofs systems for an anticipated regulatory landscape. 

 

 

 


